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Abstract 

This paper proposes Group Competition (GC) algorithm for solving optimal reactive power 

problem. Group Competition (GC) algorithm stimulated from the contest of sport teams in a 

sport group. A number of individuals as sport teams contend in a simulated group for numerous 

weeks. Based on the group schedule in every week, teams play in pairs and their game result is 

determined in terms of win or loss, given known the playing strength along with the teams’ 

planned formations. Modeling an artificial match analysis, each team devises a new playing 

strategy for the subsequent week competition and this procedure is repetitive for number of 

seasons. In order to evaluate the validity of the proposed Group Competition (GC) algorithm, it 

has been tested on Standard IEEE 57,118 bus systems and simulation results reveal about the 

good performance of the proposed algorithm in reducing real power loss and voltage profiles are 

within the limits. 
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1. Introduction

Optimal reactive power problem is key problem in secure & economic operations of power 

system. The sources of the reactive power are the generators, synchronous condensers, 

capacitors, static compensators and tap changing transformers. The problem that has to be solved 

in a reactive power optimization is to determine the required reactive generation at various 

locations so as to optimize the objective function. Here the reactive power dispatch problem 

involves best utilization of the existing generator bus voltage magnitudes, transformer tap setting 

and the output of reactive power sources so as to minimize the loss and to enhance the voltage 

stability of the system. It involves a nonlinear optimization problem. Various mathematical 

techniques have been adopted to solve this optimal reactive power dispatch problem. These 

include the gradient method [1-2], Newton method [3] and linear programming [4-7].The 

gradient and Newton methods suffer from the difficulty in handling in equality constraints. To 
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apply linear programming, the input- output function is to be expressed as a set of linear 

functions which may lead to loss of accuracy. Recently Global Optimization techniques such as 

genetic algorithms have been proposed to solve the reactive power flow problem [8, 9].  This 

paper proposes Group Competition (GC) algorithm for solving reactive power problem. Group 

Competition (GC) algorithm stimulated from the contest of sport teams in a sport group. A 

number of individuals (solutions) as sport teams [10] contend in a simulated group for numerous 

weeks (iterations). Based on the group schedule in every week, teams play in pairs and their 

game result is determined in terms of win or loss, given known the playing strength (fitness 

value) along with the teams’ planned formations. Modeling an artificial match analysis, each 

team devises a new playing strategy (a novel solution) for the subsequent week competition and 

this procedure is repetitive for number of seasons (stopping condition). In order to evaluate the 

validity of the proposed Group Competition (GC) algorithm, it has been tested on Standard IEEE 

57,118 bus systems and simulation results reveal about the good performance of the proposed 

algorithm in reducing real power loss and voltage profiles are within the limits.  

   

2. Problem Formulation  

 

2.1. Active Power Loss 

 
The objective of the reactive power dispatch is to minimize the active power loss in the 

transmission network, which can be described as follows: 

 

𝐹 = 𝑃𝐿 = ∑ 𝑔𝑘𝑘∈𝑁𝑏𝑟 (𝑉𝑖
2 + 𝑉𝑗

2 − 2𝑉𝑖𝑉𝑗𝑐𝑜𝑠𝜃𝑖𝑗)                                                                          (1) 

 

Where F- objective function, PL – power loss, gk-conductance of branch,Vi and Vj are voltages at 

buses i,j,Nbr- total number of transmission lines in power systems.  

 

2.2. Voltage Profile Improvement 

 
For minimizing the voltage deviation in PQ buses, the objective function becomes: 

 

𝐹 = 𝑃𝐿 + 𝜔𝑣 × 𝑉𝐷                                                                                                                      (2) 

  
Where VD - voltage deviation,ωv- is a weighting factor of voltage deviation. 

 

Voltage deviation given by: 

 

𝑉𝐷 = ∑ |𝑉𝑖 − 1|𝑁𝑝𝑞
𝑖=1                                                                                                                       (3) 

 
Where Npq- number of load buses 

 
2.3. Equality Constraint  

 
The equality constraint of the problem is represented by the power balance equation, where the 

total power generation must cover the total power demand and the power losses: 
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𝑃𝐺 = 𝑃𝐷 + 𝑃𝐿                                                                                                                                 (4) 

 

Where PG- total power generation,PD  - total power demand. 

 
2.4. Inequality Constraints  

 
The inequality constraints in the power system as well as the limits created to ensure system 

security. Upper and lower bounds on the active power of slack bus (Pg), and reactive power of 

generators (Qg) are written in mathematically as follows: 

 

𝑃𝑔𝑠𝑙𝑎𝑐𝑘
𝑚𝑖𝑛 ≤ 𝑃𝑔𝑠𝑙𝑎𝑐𝑘 ≤ 𝑃𝑔𝑠𝑙𝑎𝑐𝑘

𝑚𝑎𝑥                                                                                                            (5) 

 

𝑄𝑔𝑖
𝑚𝑖𝑛 ≤ 𝑄𝑔𝑖 ≤ 𝑄𝑔𝑖

𝑚𝑎𝑥 , 𝑖 ∈ 𝑁𝑔                                                                                                        (6) 

 

Upper and lower bounds on the bus voltage magnitudes (Vi):          

 

𝑉𝑖
𝑚𝑖𝑛 ≤ 𝑉𝑖 ≤ 𝑉𝑖

𝑚𝑎𝑥 , 𝑖 ∈ 𝑁                                                                                                            (7) 

 

Upper and lower bounds on the transformers tap ratios (Ti): 

 

𝑇𝑖
𝑚𝑖𝑛 ≤ 𝑇𝑖 ≤ 𝑇𝑖

𝑚𝑎𝑥 , 𝑖 ∈ 𝑁𝑇                                                                                                           (8) 

 

Upper and lower bounds on the compensators reactive powers (Qc): 

 

𝑄𝑐
𝑚𝑖𝑛 ≤ 𝑄𝑐 ≤ 𝑄𝐶

𝑚𝑎𝑥 , 𝑖 ∈ 𝑁𝐶                                                                                                          (9) 

 

Where N is the total number of buses, NT is the total number of Transformers; Ncis the total 

number of shunt reactive compensators. 

 
3. Group Competition (GC) Algorithm  

 
Let us first have a look on the terminology related to team games, especially those terms which 

will be used metaphorically in Group Competition (GC) algorithm. A sports group  is an 

organization that exists to provide a regulated competition for a number of people to compete in 

a specific sport. Group contest  is generally used to refer to competitions involving team sports, 

not individual sports. A group competition may be contested in a number of ways. Each team 

may play every other team a certain number of times. In such a set-up, the team with the best 

record becomes champion, based on either a strict win-loss-tie system or on a points system 

where a certain number of points are awarded for a win, loss, or tie, while bonus points might 

also be added for teams meeting various criteria [11].Generally each team has a playing style 

which is realized during the game via team formation. Formations are a method of positioning 

players on the pitch to allow a team to play according to their pre-set tactics. For example, the 

most common formations in soccer are variations of 4-4-2, 4-3-3, 3-2-3-2, 5-3-2 and 4-5-1 [12]. 

Usually each team has a best formation which is often related to the type of players available to 

the coach. It is vital for a sport team to devise suitable game plans and formations for every 

match. After each match, coaches analyze their own game and their next opponent game to plan 
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on how they can develop a style of play to improve on their weaknesses or afford more on their 

strengths. The analysis also includes the evaluation of opportunities and threats that comes along 

with the unique dynamics of the team. This kind of match analysis is typically known as 

strengths/weaknesses/opportunities/threats (SWOT) analysis, which explicitly links internal 

(strengths and weaknesses) and external factors (opportunities and threats). The SWOT analysis 

provides a structured approach to conduct the gap analysis. A gap is sometimes spoken of as “the 

space between where we are and where we want to be”. When the process of identifying gaps 

includes a deep analysis of the factors that have created the current state of the team, the 

groundwork has been laid for improvement planning. The gap analysis process can be used to 

ensure that the improvement process does not jump from identification of problem areas to 

proposed solutions without understanding the conditions that created the current state of the 

team.We can match the above terms to the standard evolutionary terms as follows: “group” 

stands for the population of solutions; “team i” stands for the ith solution in the population; 

“week” stands for “iteration”; “playing strength” stands for the “objective/fitness function value” 

and “a new formation” stands for “a new solution”. In the reminder of the paper we use both 

terminologies, alternately. As a pseudo-evolutionary algorithm, the selection in Group 

Competition (GC) algorithm is the greedy selection which consists of always replacing the 

legacy formation, recognized as the best formation, with a more productive team formation 

having better playing strength. The algorithm terminates after a certain number of “seasons” (S) . 

 

Before giving details of Group Competition (GC) algorithm, we first put forward several 

idealized rules which define the characteristics of artificial championship modelled byGC. 

 

a) It is more likely that a team with better playing strength wins the game. The term 

“playing strength” refers to a team’s ability to beat another team. 

b) The outcome of the game is not predictable given known playing strength of the teams 

perfectly. 

c) The probability that team i beats team j is assumed equal from both teams point of view. 

d) The outcome of the game is only win or loss; there is no tie. 

e) When team i beats team j, any strength helped team i to win has a dual weakness caused 

team j to loss.  

f) Teams focus only on their upcoming contest without regards of the other future matches. 

Formation settings are done just based on the previous week events. 

 
Like many other evolutionary algorithms, Group Competition (GC) algorithm works with a 

population of solutions. Each member of the population is a potential solution that is related to 

one of teams and is interpreted as the team current formation. Given a function f of n variables, 

each solution such as i can be represented with a vector of n real numbers. We can see each 

variable as one of players where changing in the value of the variables may reflect changing in 

the job of the relevant player. We use Xi
t = (xi1,

t xi2
t , … , xin

t ) to address the formation of team i at 

week t. By f(xi
t) we address the function value relevant to  xi

t.This value is called the playing 

strength along with formation xi
t. by Bi

t= ( bi1
t ,bi2

t , … , bin
t ) we address the best formation for team 

i, experienced till week t. This is the best solution that has been obtained so far for the ith 

member. To determineBi
t  , a greedy selection is conducted at each iteration between Xi

t and bi
t−1 

based on the objective values criterion. 
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3.1. Generating The Group Contest  Schedule 

 

Since Group Competition (GC) algorithm mimics the championship in a sport’s group contest, it 

becomes required to schedule matches in the artificial group. A single round-robin schedule is 

utilized where each team plays every other participant once in each season. For a group contest 

of size L, single round robin tournament requires L(L - 1)/ 2 matches, because in each of (L - 1) 

rounds (weeks), L/ 2 matches will be run in parallel (if L is odd, there will be L rounds with (L-1) 

/ 2 matches, and one team have no game in that round). It is worth mentioning that the round-

robin tournament can be modelled as an edge-colouring problem in a diagraph [13]. 

 

3.2. Champion/Loser Identification 

 
In a regular group contest system, teams compete on weekends and the outcome in terms of win, 

loss or tie is determined for each team. The degree of fit is proportional to the team’s playing 

strength and is measured based on the distance with an ideal reference point. Let us consider 

teams i and j at week t, with formation strategies xt
i and xt

j
 and playing strengths f(xi

t) andf f(xj
t) 

respectively. Let pi
t be the chance of team i to beat team j at week t (pj

t can be defined 

accordingly). Let ḟ  be an ideal value (e.g., the optimal value or a lower bound on the optimal 

value). Based on the idealized rule 1 we can write, 
 

f(xi
t)−ḟ 

f(xj
t)−ḟ

  = 
𝑝𝑗

𝑡

𝑝𝑖
𝑡                                                                                                                              (10) 

 
In (10) we evaluate the teams based on their distance with a common reference point (the playing 

strength along with an ideal team formation), and thus the ratio of distances can determine the 

winning portion for each team.Based on the idealized rule 3 we can also write 

 

𝑝𝑖
𝑡  +  𝑝𝑗

𝑡  = 1                                                                                                                                 (11) 

 

From (10) and (11) we get 

 

𝑝𝑖
𝑡 =  

f(xj
t)−ḟ

f(xj
t)+f(xi

t)−2ḟ
                                                                                                                        (12) 

 

To simulate the win or loss, a random number in [0, 1] is generated and if it is less than or equal 

to pi
t , team i wins and team j losses; otherwise team j wins and team i losses. This procedure is 

consistent with idealized rule “b” and “d”. 

 

3.3. Setting Up A New-Fangled Team Construction 

 

In Group Competition (GC) algorithm, the artificial analysis of the team’s previous performance 

(at week t) is treated as internal evaluation (strengths/weaknesses) and analysis of the opponent’s 

previous performance is accounted as external evaluation (opportunities/threats) as shown in fig 

1. In an artificial post match analysis of team i, if it has won (lost) the game from (to) team j at 

week t, then it is assumed that the prosper (loss) is the direct consequence of the team strengths 

(weaknesses) or based on the idealized rule 5 , it is the direct consequence of the weaknesses 
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(strengths) of team j. Now, based on the group contest schedule at week t +1 , assume that the 

next mach of team i is with team l. If team l has won (lost) the game from (to) team k at week t, 

then this success (loss) and the team formation behind it might be a direct threat (opportunity) for 

team i. Apparently, this success (loss) is the result of some strengths (weaknesses). Focusing on 

the strengths (weaknesses) of team l, gives us an intuitive way of avoiding the possible threats 

(affording the opportunities). Instead, based on idealized rule 5, we can focus on weaknesses 

(strengths) of team k. For example, if team i was winner and team l was loser, then it is 

reasonable that team i focuses on the strengths which enabled it to win. At the same time it 

should focus on the weaknesses that caused team l to lose. These weaknesses may open 

opportunities for team i. 

 
Let us first introduce the following indices: 

 

l Index of the team that will play with team i based on the group contest schedule at week t 1. 

j Index of the team that has played with team i based on the group contest schedule at week t. 

k Index of the team that has played with team l based on the group contest schedule at week t. 

 

 i:winner 

l:winner 

Focussing on .. 

i:winner 

l:loser 

Focussing on .. 

i:winner 

l:loser 

Focussing on .. 

i:winner 

l:loser 

Focussing on .. 

S own strengths 

(or weaknesses of j) 

own strengths 

(or weaknesses of j) 

 

- 

 

- 

W - - own 

weaknesses (or 

strengths of j) 

own 

weaknesses (or 

strengths of j) 

O  

- 

weaknesses of 

l (or strengths 

of k) 

 

- 

weaknesses of 

l (or strengths 

of k) 

T strengths of l 

(or weaknesses of k) 

 

- 

strengths of l 

(or weaknesses of k) 

 

- 

Figure 1: Actions suitable for team i when devising its formation for the next match (based on 

the win/loss states). 
 

Given that normally teams play based on their current best formation (found it suitable over the 

times) while devising the required changes recommended by match analysis, therefore we can 

setup the new formation 

 

𝑥𝑖
𝑡+1 = (𝑥𝑖1

𝑡+1, 𝑥𝑖2
𝑡+1, … , 𝑥𝑖𝑛

𝑡+1)  for team i (i 1,..., L) at week t+1. It is rather unusual that coaches 

do changes in all or many dimensions of the team. Generally the number of changes is relatively 

low.  To simulate the rate of changes(𝑞𝑖
𝑡), we use a truncated geometric distribution [14]. Using 

a truncated geometric distribution, we can set the rate of changes dynamically, while putting 

more weights on the smaller rate of changes. The following formula gives the the smaller rate of 

changes. The following formula gives the random number of changes made in 𝐵𝑖
𝑡 to get the new 

formation    𝑥𝑖
𝑡+1.    
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𝑞𝑖
𝑡  = [

ln (𝑙−(𝑙−(𝑙−𝑝𝑐)𝑛)𝑟)

ln (𝑙−𝑝𝑐)
]: 𝑞𝑖

𝑡𝜖{1,2,3, … , 𝑛}.                                                                                (13) 

 

Where r is a random number in [0, 1] and pc (0,1) is an input parameter. Typically pc is known 

as the probability of success in the truncated geometric distribution. The larger the value of pc , 

the smaller the number of changes are recommended. 

 

4. Group Competition (GC) Algorithm For Solving Reactive Power Problem 

 

To adapt Group Competition (GC) algorithm for solving reactive power, the key design is to 

preserve the main GC structure while adding a mechanism to handle constraints. We use the 

notion of Deb’s constraint handling method [15] in the body of our algorithm. Deb’s method 

uses a tournament selection operator, where two solutions are compared at a time, and the 

following selection criteria are always enforced: 

 

a) Between 2 feasible solutions, the one with better fitness value wins.  

b) If one solution is feasible and the other one is infeasible, the feasible solution wins.  

c) If both solutions are infeasible, the one with the lowest sum of constraint violations is 

preferred. 

 

In Deb’s approach, feasible solutions are always considered better than infeasible ones. 

Therefore, this approach may have difficulties with problems in which the global optimum lies 

on the boundary between the feasible and the infeasible regions [16]. To remedy this deficiency, 

similar to the approach used in [17], we try to preserve diversity by allowing solutions having 

good value of objective functions remain in the population. 

 

 If xi
t  is feasible and xj

t is infeasible then team i wins the game from j, that is pi
t = 1. 

 Else if  xi
t is infeasible and xj

tis feasible then team j wins the game from i, that ispi
t = 0 . 

 Else if   xi
t is feasible and xj

t is feasible too, then the probability that team i wins the game 

from j is calculated based on the objective function criterion as follows: 

 

 

𝑝𝑖
𝑡 =

𝑓(𝑥𝑗
𝑡)−ḟ

𝑓(𝑥𝑗
𝑡)+𝑓(𝑥𝑖

𝑡)−2ḟ
                                                                                                         (14) 

 

 Else if is infeasible  xi
t  and  xj

tis infeasible too, then the probability that team i wins the 

game from j is calculated based on the total constraint violations criterion as follows: 

 

𝑝𝑖
𝑡 =

𝑐𝑣(𝑥𝑗
𝑡)−Ĉ𝑣

Ĉ𝑣(𝑥𝑗
𝑡)+Ĉ𝑣(𝑥𝑖

𝑡)−2Ĉ𝑣
                                                                                                                 (15) 

 

In (15), Ĉ𝑣 is the lowest value among the total constraint violations values observed so far 

(similar to the definition of ḟ )  . As soon as the search approaches feasible regions we will have 

Ĉ𝑣0. In order to increase the probability to generate better solutions, each team is allowed to 

generate a number of alternative formations in each week (multiple offspring are generated). The 
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number of generated formations (nf) is a user defined parameter. Among the nf alternative 

formations generated for each team, we select one of them based on the sequential using of 

Deb’s criteria with a modification on the third criterion as follows: 

 

 If both solutions are infeasible then, 

 If r T
t
 - The selection is based on conducting the greedy selection between them based on 

the objective value criterion. 

Else 

 The selection is based on conducting the greedy selection between them based on the 

total constraint violations criterion. 

End if 

 
We do not generate a predefined number of alternative formations (offspring) for each team. 

Instead we decrease the number of alternative formations systematically at certain milestones. 

Starting with nf  = 5. We decrease nf by one every time that mod (CE, NE/ 5) 0, where CE is the 

solution counter (CE is increased by one whenever a new solution is generated). Therefore, the 

algorithm performs its final searches with nf 1. 

 

5. Simulation Results  

 
At first Group Competition (GC) algorithm has been tested in standard IEEE-57 bus power 

system. The reactive power compensation buses are 18, 25 and 53. Bus 2, 3, 6, 8, 9 and 12 are 

PV buses and bus 1 is selected as slack-bus. The system variable limits are given in Table 1.  

The preliminary conditions for the IEEE-57 bus power system are given as follows: 

Pload = 12.119 p.u. Qload = 3.032 p.u. 

The total initial generations and power losses are obtained as follows: 
∑ 𝑃𝐺  = 12.460 p.u. ∑ 𝑄𝐺  = 3.3158 p.u. 

Ploss = 0.25848 p.u. Qloss = -1.2062 p.u. 

Table 2 shows the various system control variables i.e. generator bus voltages, shunt 

capacitances and transformer tap settings obtained after optimization which are within the 

acceptable limits. In Table 3, shows the comparison of optimum results obtained from proposed 

methods with other optimization techniques. These results indicate the robustness of proposed 

approaches for providing better optimal solution in case of IEEE-57 bus system. 

  

Table 1: Variable Limits 

Reactive Power Generation Limits  

Bus no  1 2 3 6 8 9 12 

Qgmin -1.4 -.015 -.02 -0.04 -1.3 -0.03 -0.4 

Qgmax 1 0.3 0.4 0.21 1 0.04 1.50 

Voltage And Tap Setting Limits 

vgmin Vgmax vpqmin Vpqmax tkmin tkmax 

0.9 1.0 0.91 1.05 0.9 1.0 
 

Shunt Capacitor Limits 

Bus no 18 25 53 

Qcmin 0 0 0 

Qcmax 10 5.2 6.1 
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Table 2: Control variables obtained after optimization 

Control 

Variables  

GC 

V1 1.1 

V2 1.039 

V3 1.031 

V6 1.028 

V8 1.024 

V9 1.006 

V12 1.018 

Qc18 0.0660 

Qc25 0.200 

Qc53 0.0478 

T4-18 1.002 

T21-20 1.041 

T24-25 0.860 

T24-26 0.879 

T7-29 1.055 

T34-32 0.878 

T11-41 1.011 

T15-45 1.030 

T14-46 0.910 

T10-51 1.020 

T13-49 1.060 

T11-43 0.910 

T40-56 0.900 

T39-57 0.950 

T9-55 0.950 

 

Table 3: Comparison results 

S.No. Optimization 

Algorithm 

Finest Solution Poorest Solution Normal 

Solution 

1 NLP [18] 0.25902 0.30854 0.27858 

2 CGA [18] 0.25244 0.27507 0.26293 

3 AGA [18] 0.24564 0.26671 0.25127 

4 PSO-w [18] 0.24270 0.26152 0.24725 

5 PSO-cf [18] 0.24280 0.26032 0.24698 

6 CLPSO [18] 0.24515 0.24780 0.24673 

7 SPSO-07 [18] 0.24430 0.25457 0.24752 

8 L-DE [18] 0.27812 0.41909 0.33177 

9 L-SACP-DE [18] 0.27915 0.36978 0.31032 

10 L-SaDE [18] 0.24267 0.24391 0.24311 

11 SOA [18] 0.24265 0.24280 0.24270 

12 LM [19] 0.2484 0.2922 0.2641 

13 MBEP1 [19] 0.2474 0.2848 0.2643 

14 MBEP2 [19] 0.2482 0.283 0.2592 
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15 BES100 [19] 0.2438 0.263 0.2541 

16 BES200 [19] 0.3417 0.2486 0.2443 

17 Proposed GC 0.22026 0.23018 0.22234 

 

Then Group Competition (GC) algorithm has been tested in standard IEEE 118-bus test system 

[20].The system has 54 generator buses, 64 load buses, 186 branches and 9 of them are with the 

tap setting transformers. The limits of voltage on generator buses are 0.95 -1.1 per-unit., and on 

load buses are 0.95 -1.05 per-unit. The limit of transformer rate is 0.9 -1.1, with the changes step 

of 0.025. The limitations of reactive power source are listed in Table 4, with the change in step 

of 0.01. 

Table 4: Limitation of reactive power sources 

BUS 5 34 37 44 45 46 48 

QCMAX 0 14 0 10 10 10 15 

QCMIN -40 0 -25 0 0 0 0 

BUS 74 79 82 83 105 107 110 

QCMAX 12 20 20 10 20 6 6 

QCMIN 0 0 0 0 0 0 0 

 

The statistical comparison results of 50 trial runs have been list in Table 5 and the results clearly 

show the better performance of proposed Group Competition (GC) algorithm in reducing the real 

power loss.  

Table 5: Comparison results 
Active power loss (MW) BBO 

[21] 

ILSBBO/ 

strategy1 

[21] 

ILSBBO/ 

strategy1 

[21] 

Proposed 

GC 

Min 128.77 126.98 124.78 118.96 

Max 132.64 137.34 132.39 122.84 

Average  130.21 130.37 129.22 119.02 

 

6. Conclusion 

 
In this paper a novel approach Group Competition (GC) algorithm has been successfully solved 

the optimal reactive power problem, by considering various constraints. A number of individuals 

(solutions) as sport teams contend in a simulated group for numerous weeks. Based on the group 

schedule in every week, teams play in pairs and their game result is determined in terms of win 

or loss, given known the playing strength along with the teams’ planned formations. Modeling an 

artificial match analysis, each team devises a new playing strategy for the subsequent week 

competition and this procedure is repetitive for number of seasons. In order to evaluate the 

validity of the proposed Group Competition (GC) algorithm, it has been tested on Standard IEEE 

57,118 bus systems and simulation results reveal about the good performance of the proposed 

algorithm in reducing real power loss and voltage profiles are within the limits.  
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