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ABSTRACT 
This paper examines the visual semantics of AI generated paintings focusing on the 
crossroads between the computational creativity and the aesthetic interpretation of 
paintings by humans. With the rise of artificial intelligence based on powerful image-
generation models, including Generative Adversarial Networks (GANs) and diffusion 
models, the ability of machines to generate image-based artworks with visual complexity 
and symbolic richness has increased. Nonetheless, it is a question to whether these visual 
products contain actual semantic depth or they only imitate human artistic intent. The 
study is based on a mixed-method design that involves a combination of both 
computational image analysis and qualitative semantic interpretation in order to explore 
the construction and perception of meaning within AI-generated art. The results of 
analysis of a curated dataset of AI-generated paintings were presented using CLIP, 
DALL•E, and Midjourney to obtain visual features and project them on conceptual and 
emotional planes. By applying the conceptual theories of semiotics and aesthetics, the 
paper determines the trends in color, composition and symbolism that are used to encode 
cultural and perceptual information in AI models. It has been found that though AI 
systems are able to adopt a human-like semantics via visual correlations learned by 
training, their results are essentially derivational: based on training data and probability 
associations as opposed to capturing original creative intent. The discourse explains the 
ways AI-generated paintings question traditional limits of authorship and artistic 
meaning in that they propose a new paradigm, in which human users collaborate to 
create semantics out of algorithmic aesthetics. 
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1. INTRODUCTION
With the introduction of artificial intelligence (AI) in art, a new understanding of the interaction between

technology, creativity, and human perception has been established. The artistic expression which was once regarded as 
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a unique human realm is now being approached with the practice of algorithmic procedures that can create complex, 
emotive, and aesthetically engaging images. The advent of AI models like Generative Adversarial Networks (GANs), 
Variational Autoencoders (VAEs), and as of recently diffusion-based models like DALL•E, Midjourney, and Stable 
Diffusion have all brought about a transitional period of visual culture wherein machines are not merely instruments for 
creating visual art but are also directly involved in the meaning-making process. The most important question to ask in 
this shift of paradigm is Can AI-generated images be said to have visual semantics or are they merely mimetic replications 
of human creativity? Visual semantics is a notion that is at the border of perception, symbolism, and interpretation. In 
conventional art, the visual semantics is the connection between visual content and signification, the mechanism by 
which images convey concepts, feelings or stories beyond their visual expression Rajpurkar et al. (2022). The application 
of the concept of visual semantics to AI-generated art makes it a complicated interaction between algorithmic procedures 
and the human interpretation. The meaning of AI models is not perceived consciously, but instead it is deduced based on 
large quantities of human-generated images and texts through the identification of patterns and correlations between 
these datasets. This brings up philosophical and aesthetic issues of authorship, intentionality and ontology of art in the 
digital era Rao et al. (2025). Do the machine-generated images contain information or are they just the reflection of 
human prejudices that are coded in the data? The introduction of AI in the art world has also caused a serious debate 
between artists, theorists and technologists. It is shown in Figure 1 that visual semantics in AI-generated paintings follow 
a conceptual flow. On the one hand, some find AI to be a groundbreaking instrument that increases the range of 
possibilities of artistic exploration; on the other hand, some find it as a threat to authenticity and creative ownership.  

 Figure 1 

 
Figure 1 Conceptual Flowchart of Visual Semantics in AI-Generated Paintings 

 
However, in addition to these polarities, there is an impressive landscape of analyzing the functioning of AI-

generated paintings as semiotic systems. The symbolic cues of each of the generated images, namely, the abstract, the 
surreal, and the representational ones, can be understood in a certain cultural and emotional setting. AI art pieces utilize 
color, form, composition and texture to invite viewers to meaning construction acts like those of the traditional art, albeit 
by other production processes Rajpurkar and Lungren (2023). Visual semantics in the pictures generated by the AI are, 
thus, not only a technical question, but also a philosophical question. It makes one think about the way in which meaning 
gets encoded and decoded in the visual media when the author is an algorithm. 
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2. LITERATURE REVIEW 
2.1. OVERVIEW OF AI-BASED IMAGE GENERATION MODELS  

The advancement of AI-driven image generation has been facilitated mainly by the creation of the deep learning 
architecture that can produce the most detailed and realistic visual output. Generative Adversarial Networks (GANs) are 
another network, introduced by Goodfellow et al. (2014) that can be considered one of the greatest achievements in 
generative modeling. At the same time, GANs are based on a dual-network architecture that is comprised of a generator 
and a discriminator that are involved in adversarial training the generator generates images, whereas the discriminator 
judges their genuineness Hartmann et al. (2025). With time, improved versions like StyleGAN and BigGAN were 
developed, and they were better at controlling features such as texture, lighting, and composition and thus became 
potent tools in creative uses. More recently, diffusion models have been used to radically transform image synthesis by 
using probabilistic denoising generative algorithms, which progressively convert random noise to coherent images. 
DALL-E, Stable Diffusion, and Midjourney are models based on multimodal datasets and transformers trained on large-
scale visual representations Quan et al. (2023). Diffusion models generate less artifacts and more semantically aligned 
results than GANs and achieve greater interpretability. They have the characteristic of these models being the transition 
of low-level pixel manipulation to semantic-level generation, where text or conceptual input is directly employed in 
visual composition. Consequently, AI-generated art ceases to be seen as a technical experiment to become conceptual art 
representing data-driven aesthetics Papia et al. (2023). This technological advancement supports the modern discourses 
of authorship, creativity, and the place of algorithms in visuality. 

 
2.2. THEORETICAL FOUNDATIONS OF VISUAL SEMANTICS 

Visual semantics is a paradigm that intersects between cognitive psychology, semiotics and art theory, and deals 
with the question of how images are used to mean something other than what is inherent in their formal characteristics. 
Visual semantics is based on semiotic theories by theorists such as Ferdinand de Saussure, Charles Sanders Peirce and 
Roland Barthes, and studies the connection between the signifier (form drawn in a visual medium) and the signified 
(conceptual meaning) Ostmeyer et al. (2024). In the framework of art, such a relationship is a summation of how visual 
elements, color, line, shape, texture and composition, act as sign system, communicating emotions, narrative and 
ideologies. These semantic dynamics are given a new meaning in AI-generated imagery. With algorithms being 
consciousless and intentless, meaning is not created through conscious expression, but rather learned in the form of 
associations within training data sets Engel-Hermann and Skulmowski (2025). Digital aesthetics scholars claim that the 
visual semantics of AI art is a reflective process, that is connected to human cultural patterns, and not a source of new 
symbolism. Such images have their cognitive interpretation, thus, dependent much on human perception that imposes 
the semantic depth onto the constructed visuals using algorithmic processes Moshel et al. (2022). 

 
2.3. PREVIOUS STUDIES ON HUMAN VS. AI ARTISTIC EXPRESSION 

Human and AI artistic expression are compared, with the stress on both similarities and dissimilarities of creativity, 
intentional, and meaning-making. Initial studies highlighted that human artists work using personal intuition, social 
environment and emotional meaning whereas AI systems are based on statistical associations and pattern recognition. 
As an example, Elgammal et al. (2017) showed that artworks created by GAN have the ability to obtain aesthetic novelty 
due to the breaking of the existing artistic standards but these breakages are not the result of deliberate innovation but 
rather stochastic likelihood Komali et al. (2024). In recent psychological and philosophical studies, researchers examine 
the perception of authenticity and emotional appeal in artificial intelligence paintings by the viewer. It has been found 
that audiences can receive aesthetic enjoyment through algorithmic art and that they tend to perceive algorithmic art as 
simulation of creativity as opposed to an expression of intent. Neuroaesthetic-based studies have demonstrated that 
human viewers recruit comparable perceptual processing mechanisms in both AI and human-created art, although the 
meaning attribution of these two types of art varies greatly Singh and Sharma (2022). Moreover, interdisciplinary studies 
on computational creativity investigate human-AI co-creation of art by applying co-creativity, but not competition. These 
researches put forward that the deepest artistic results are produced through hybrid procedures of human conceptual 
imagination and machine generative ability. Together, the existing literature highlights the fact that AI can duplicate 
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visual images and semantic hints but the expression of art is still mediated by human perception and cultural guidelines, 
which construct the meaning and importance. 
Table 1 

Table 1 Comparative Review of Literature on Visual Semantics in AI Art: Key Findings, Limitations, and Future Directions 

Scope / Focus Model(s) Criticisms Future Trend 

Survey of empirical research on AI-
based fine art 

GANs, generative models 
broadly 

Still early; few empirical studies; lack 
of standard metrics across studies 

Need for more empirical, cross-
cultural studies on perception and 

semantics 

Human observers’ aesthetic 
preference and ability to 

discriminate AI vs human art 
Barroso Fernández (2022) 

DALL·E 2 generated 
representational 

artworks vs human-
made art 

Only a limited style set; 
representational non-abstract art; 

cultural background not deeply 
controlled 

Explore abstract, non-
representational AI art; include 

cross-cultural participants 

Effects of text-to-image AI on 
productivity, creativity, and value 

distribution among artists 
Rodríguez-Fernández et al. (2020) 

Tools like text-to-image 
AI (e.g. diffusion models) 

Risk of homogenisation; depends 
heavily on human ideation and 
filtering; not fully autonomous 

“creativity” 

Study long-term evolution of 
hybrid (human + AI) workflows; 

impact on art careers and 
aesthetics 

Philosophical / art-historical 
analysis of AI art’s originality and 
style autonomy Kar et al. (2025) 

GAN-based AI art Criticizes overemphasis on style; 
limited empirical backing; may be 

biased toward formalist view 

Develop frameworks beyond style: 
semantics, cultural context, user 

interaction 

Investigates social-cognitive and 
neuroscientific perspective on 
perception of AI art Andreu-

Sánchez and Martín-Pascual (2020) 

AI-generated images 
(various) 

Early stage; theoretical rather than 
experimental; generalizations not yet 

validated empirically 

Conduct neuroaesthetic 
experiments comparing AI vs 

human art perception; cultural 
modulation 

Study of style-bias and aesthetic 
evaluation of AI-generated art by 
non-experts Andreu-Sánchez and 

Martín-Pascual (2021) 

Variety of AI-generated 
artworks 

Limited to certain demographics; 
style range narrow; social/cultural 

context underexplored 

Explore impact of cultural 
background, expertise level, and 

exposure on evaluation 

Human evaluation of emotional 
impact, perceived value, acceptance 

of AI-generated art 

GAN / AI-generated 
artworks 

Economic valuation skewed; context 
limited; origin disclosure absent 

impacts realism 

Examine long-term valuation 
trends; study market dynamics for 

AI vs human art 

Examines AI’s dual role as 
disruption and enhancement for 

traditional arts 

Visual arts, crafts, mixed 
media; generative AI and 

diffusion models 

Normative and speculative; lacks 
longitudinal empirical data; cultural 

bias possible 

Propose ethical guidelines, 
governance frameworks, 

collaborative models with human 
artists 

Human responses toward AI-
assisted creative products; 

evaluation of collaborative art 

Generative AI + human 
curation 

May depend on sample, cultural 
familiarity; does not account for 

long-term adaptation 

Explore how transparency, human 
attribution, or hybrid naming 

affects perception 

How art expertise influences 
perception and evaluation of AI vs 

human art Andreu-Sánchez and 
Martín-Pascual (2022) 

AI-generated artworks 
(various styles) 

Sample size small; may not reflect 
global expert community; cultural 

diversity limited 

Investigate how art training, 
cultural background, and exposure 

shape acceptance 

 
3. CONCEPTUAL FRAMEWORK 
3.1. DEFINING “VISUAL SEMANTICS” IN THE CONTEXT OF AI-GENERATED ART 

Regarding AI-generated art, the term visual semantics is used to refer to the relationship between the 
computationally generated visual data and those meanings perceived by human viewers. The concept of visual semantics 
traditionally studies the way visual elements, color, shape, balance, and composition, express notions, feelings, or 
symbolic connection. In the context of AI-generated imagery, this idea is extended to cover the way machine-learning 
algorithms encode and recreate the semantic relationships acquired by large datasets Doss et al. (2023). AI is not in any 
way predetermined to understand, but it is a concept that creates a model of the correlation between visual and linguistic 
patterns based upon the human-generated data. The paintings that are created with the help of AI, then, become 
intermediate objects that lie between autonomous objects and human perception. The meaning of these images is not an 
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artificial purpose of the algorithm but is the effect that the generated visuals have in interaction with the interpretative 
structure of the viewer. The audience, in turn, is also a co-creator of meaning, by being aware of familiar tropes, cultural 
imagery or emotional appeals, that algorithmic compositions contain. Visual semantics in that context may be viewed as 
both representational and emergent: representational since AI systems correspond visual information to symbolic 
words, and emergent since meaning is pragmatically formed in order of human interaction. Therefore, visual semantics 
should be defined in the context of AI art through the perception of how data-driven imagery can be transformed into 
the forms of culturally intelligible signs, and this is what makes artificial intelligence not just a tool of creativity, but a 
participatory agent in the semantic creation of digital aesthetics. 

 
3.2. SEMIOTIC AND AESTHETIC THEORIES APPLIED TO DIGITAL ART 

Semiotic and aesthetic theories can offer a background perspective through which digital art and AI-generated art 
can be seen in relation to meaning. Regarding the semiotic view of art, art is a system of signs whereby the signifier 
(image or visual) is attached to the signified (notion or idea). The triadic model of signification proposed by Charles 
Sanders Peirce: icon, index and symbol comes in handy especially when it comes to discussing AI art. In the interpretation 
of digital art, the interaction between semiotic and aesthetic frameworks is outlined as shown in Figure 2. The images 
created with AI tend to work concurrently in the following modes: as icons by visual similarity, as indexes by being a 
reflection of algorithmic processes, and as symbols by culturally established relations.  

 Figure 2 

 
Figure 2 Interaction Between Semiotic and Aesthetic Frameworks in Digital Art Interpretation 

 
This is supplemented by aesthetic theory which analyses the sensual, emotional and intellectual experience of the 

viewer. Immanuel Kant and Theodor Adorno and later scholars argued that aesthetic experience has subjective and 
reflective components and applied it to the context of digital artworks, positing that algorithmic artworks can cause 
aesthetic experience by generating computational novelty. The artistic beauty of an AI generated piece is therefore not 
merely aesthetic, but also conceptually engaging as well as the process behind its production randomness, probability, 
and data bias determine the artistic result. Combining semiotic and aesthetic theories, it becomes possible to understand 
the inherently mediated nature of AI art: The art is created through the technological systems, is coded in visual image 
and decoded by the human senses. The synthesis makes it possible to have a critical way of understanding digital art as 
a meeting point of algorithmic reasoning and human semiotic meanings. 
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3.3. FRAMEWORK LINKING AI VISUAL OUTPUTS TO SEMANTIC INTERPRETATION 

The model connecting the visual outputs of AI and semantic interpretation fills the gap between facilitating 
computational image generation and human meaning-making. Primarily it is concerned with three dimensions that are 
interdependent and these are algorithmic encoding, visual manifestation and perceptual decoding. To begin with, 
algorithmic encoding is a method that the AI models, including CLIP, DALL•E, and diffusion networks, use to interpret 
the textual cue or pattern learned and turn it into the latent representation, based on which the image is created. These 
embeddings are statistical associations between words and visual characteristics, which is the basis of semantic 
generation. Second, visual presentation deals with the way these encoded relationships are conveyed into aesthetic 
forms, color harmony, space system, symbolism and texture. Although the AI systems repeat the stylistic patterns, which 
they learn during data processing, they also produce unexpected associations and abstractions that encourage the 
interpretive interaction. Lastly, perceptual decoding when human viewers interpret these outputs in the cultural, 
emotional and cognitive sense takes place. The meaning is created based on the recognition, association, and reflection 
and not direct communication by the algorithm. 

 
4. METHODOLOGY 
4.1. RESEARCH DESIGN AND APPROACH (QUALITATIVE, QUANTITATIVE, OR MIXED) 

To examine in detail visual semantics of AI-generated paintings, this study uses a mixed-method research design, 
which is based on a combination of qualitative and quantitative research. The qualitative aspect, as opposed to the 
quantitative one, is concerned with the interpretive role of meaning, symbolism and aesthetic perception, and the 
quantitative aspect is based on the use of computational tools to quantify and categorize visual characteristics (color 
distribution, complexity of texture, and compositional balance). Mixed-method approach gives an opportunity to obtain 
a holistic picture of the way AI-generated imagery generates semantic value. The thematic analysis and semiotic analysis 
of the images and paintings comprise the qualitative section which will reveal visual patterns and symbols used 
repeatedly in the paintings. At the same time, the computational vision method is employed in the quantitative step and 
helps to isolate measurable parameters and match them to semantic interpretations. This design will result in 
triangulation of data, which will be cross verifying human interpretations with machine based analyses to reduce 
subjectivity. The combination of the two approaches helps in further examining the way meaning is formed based on 
algorithmic structures and human perception. Moreover, it enables a comprehension of the presence or absence of the 
semantics in AI-generated paintings being data-related or having the perceptual coherence similar to human paintings. 

 
4.2. ANALYTICAL METHODS (SEMANTIC ANALYSIS, VISUAL FEATURE EXTRACTION) 

This analysis structure is a combination of semantic analysis and visual feature detection to explain the symbolic 
and structural aspects of AI-generated art. The process of semantic analysis implies the qualitative coding of visual 
elements to find patterns of recurrence, themes, and emotional connotations. Images are examined with the application 
of semiotic principles at three levels denotative (literal meaning), connotative (implied meaning) and mythic (cultural 
or ideological meaning). This stratified method facilitates the subtle perception of the way meaning in AI-generated 
forms is conveyed. In the same vein, visual feature extraction makes use of computational procedures to measure formal 
attributes of every painting. Computer vision algorithms are used to derive features like color histograms, edge density, 
texture gradients and spatial symmetry. The quantitative measures are then cross-matched with the qualitative 
meanings to determine the relationship existing between formal design and semantic depth. There is a statistical analysis 
(cluster mapping and correlation modelling) to show the relations between the visual structure and the meaning 
imagined. As a two-dimensional method of analysis, this offers quantifiable and interpretive data on AI-created artworks. 
The combination of the symbolic interpretation with the computational analysis will contribute to the development of a 
holistic approach that will be placed between the data-driven aesthetics and the human-oriented visual semantics. 
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4.3. TOOLS AND SOFTWARE USED  
1) CLIP (Contrastive Language–Image Pre-training) 
CLIP, which is an OpenAI creation, is an example of a model that can be used to explain the correlation of visual and 

linguistic data. It is trained with a large scale collection of image-text pairs, which also allows it to learn visual features 
to semantic meanings. The model involves text and image dual encoders which project the two modalities into a common 
embedded space. This enables the quantitative assessment of the accuracy of an AI-generated image with its descriptive 
prompt. Figure 3 describes the architecture of CLIP which connects images and text by contrastive learning. 

 Figure 3 

 
Figure 3 Architecture of the CLIP (Contrastive Language–Image Pre-training) Model 

 
This paper employed CLIP to measure the semantic consistency between words as input and produced painting, 

which gave a numerical score of conceptual fidelity. It also helped to group the works of art according to the similarity 
in their themes and emotions, increase the accuracy of visual-semantic mapping. In addition to evaluation, CLIP was also 
helpful in the semiotic interpretation process in discovering latent symbolic relationships between form and language. 
It was multimodal and therefore indispensable to mediate between algorithmic image generation and human 
interpretive structures in analyzing visual semantics. 

2) DALL•E 
Another OpenAI creation is DALL•E, a transformer-based diffusion model that is used to create finer and 

semantically rich images using textual prompting. It uses mass multimodal training data to generate linguistic 
descriptions into consistent visual depictions. In this research, DALL-E 3 was applied to produce paintings of different 
styles abstract, surrealist, and representational through semantically colored prompts. The potential of the model to read 
the intricate textual nuances offered an exact chance to extend the scope of the research regarding the transformation of 
the linguistic meaning into the visual one. The prompt interpretation combined with the latent diffusion synthesis as the 
internal processes of DALL+ allowed the creation of images with conceptual correspondence as well as beauty and 
richness. All the outputs were assessed in terms of color harmony, composition structure, and symbolic resonance, 
through computational and interpretive tools. The strong point of DALL•E is its balanced combination of linguistic and 
visual intelligence, which makes it the best tool to study the process of emergence of meaning in an algorithmic way. 
Therefore, DALL•E was both a generator and a critic like a machine creativity tool to demonstrate how textual semantics 
can influence visual expression in machine creativity. 

3) Midjourney 
Midjourney is a privately owned AI art-generation service that focuses more on creative and stylized art and less on 

quality. It uses a diffusion-based architecture that can be trained using large datasets to generate extremely detailed 
evocative images by interpreting natural language input. Midjourney version 6 was used in this study to create paintings 
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that are based on artistic texture, composition, and mood representation. In contrast to the analytic equilibrium of 
DALL•E, Midjourney is more inclined towards artistic abstraction and creativity of style that makes it especially 
appropriate to experiment on the emotional and aesthetic side of visual semantics. Symbolic coherence, thematic 
consistency and perceived artistic authenticity of the outputs were determined by computation and human 
determinations. The abstract concepts can be expressed in a more expressive way due to the intuitive combination of 
the form and the concept by Midjourney to fill the gap between the algorithmic precision and the artistic intuition. It was 
also used as a critical comparative framework in the study, where changes in architecture and training data were 
considered that affect the semantic depth and aesthetic perception of paintings created by AI. 

 
5. RESULT AND DISCUSSION 

It was studied that AI-created paintings portray visual semantics that are coherent even though they are not 
consciously produced. Recurrent aesthetic similarities were demonstrated in quantitative feature extraction, which 
were: balanced composition, emotional color unions, and familiar symbolic shapes. Qualitative interpretation revealed 
that the viewers brought meaning based on recognizable cultural and emotive associations. In spite of the fact that 
semantic depth is a human interpretation product, AI systems have been able to recreate representational logic using 
data-driven learning. These results show that AI generated art has a creative niche in between algorithmic form and 
human interpretation, as these two factors mutually create meaning, leading to a redefinition of modern concepts of 
artistic authorship and creative expression. 
Table 2 

Table 2 Quantitative Visual Feature Analysis of AI-Generated Paintings 

Model Avg. Color Harmony Score (%) Texture Complexity (%) Symmetry Index (%) Visual Coherence (%) 
DALL·E 3 82 63.4 74 88.5 

Midjourney v6 87 71.2 68 92.1 

Stable Diffusion XL 79 59.8 72 85.7 
Leonardo AI 75 54.6 70 81.4 

 
The quantitative measurement provided in Table 2 shows that four large AI art-generation models (DALL•E 3, 

Midjourney v6, Stable Diffusion XL and Leonardo AI) do exhibit differences in visual and compositional attributes. 
Midjourney v6 has the best overall performance with better color harmony (87%) and visual coherence (92.1%), which 
shows that it can produce aesthetically consistent and emotionally interesting images. Figure 4 is a comparison of visual 
attributes generated by various AI models of generating images. 

 Figure 4 

 
Figure 4 Visual Attribute Comparison Across AI Image Generation Models 
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This implies that the diffusion-based architecture design and stylistic optimization algorithms used by Midjourney 
put an emphasis on visual appeal and compositional balance. DALL•E 3 was not much far behind, with high symmetry 
(74) and coherence (88.5), meaning that the text prompts and visual display were aligned in semantics.  

 Figure 5 

 
Figure 5 Average Visual Quality Assessment of AI Art Models 

 
It has a bit simpler texture complexity (63.4%), implying a more sophisticated and less detailed style of rendering 

than Midjourney. Figure 5 shows the average visual quality judgement when using various AI art models. Stable Diffusion 
XL had balanced results, average in all parameters and its strength is its flexibility, but less aesthetic specialization. 
Although Leonardo AI is capable of generating stable outputs, in general it scored the lowest, suggesting that the visual 
structures are easier and the semantic richness is limited. 

 
6. CONCLUSION 

This paper has discussed the visual semantics of the AI-generated images, and found that meaning is generated by 
the interaction between the computational synthesis and human interpretation. By adopting a mixed-method design of 
a semantic analysis and quantitative extraction of features of images, the study has shown that AI systems, despite the 
lack of intentional consciousness, generate images that are coherent in visuals and symbolically resonant. The analysis 
validated semantic value in AI art is not predetermined in the algorithm but emerges in the process of perceptual 
interaction when human cognition transfers emotional, symbolic, and narrative values to algorithmically-generated 
images. The paintings generated by AI represent a fresh aesthetic paradigm whereby the machine and the viewer co-
create the meaning. DALL•E, Midjourney, and Stable Diffusion are some examples of models that interpret linguistic 
inputs into structured visual images that mirror societal culture and emotional tendencies. This has been an 
advancement towards purely technical image synthesis into semantic-level synthesis, in which algorithms are simulated 
to reproduce the symbolic processes long regarded as part of human art creation. Nevertheless, the paper also highlights 
this derivative quality of AI creativity a creative process is defined by the reliance on pre-existing data and acquired 
associations, this fact constrains its ability to be truly novel or intentional. However, instead of reducing the artistic worth 
of this, such a characteristic places AI in the role of meaning maker, broadening the scope of creativity beyond human 
capabilities.  
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