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In rapidly changing classification and predation environment, optimization techniques in
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updates determining the hyper parameter of Support Vector Machine has become crucial for the
accuracy of result. It’s an important tool for improving output quality of classification and
prediction which includes modeling parameters relationship and resolution of optimal
Corresponding Author hyper parameter. However, determination of regularization (C) and gamma (y), through
mathematical models have undergone substantial development and expansion. In this
paper, optimization techniques are categorized under several criteria. We also included
the benchmarks for measuring the performance of classifier after parameter tuning, and
found there is still a scope of improvement.
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1. INTRODUCTION

Now a day’s datasets have enormous elements that needed to be classified and predicted, as efficiently and fast as
possible. For this purpose, we use Support vector machines as It can handle a large number of features.

The performance of an SVM model mainly depends on the value of hyper parameters.

So, to determine this we are finding a decent blend of Evolutionary algorithm which can ensure Lower computation cost
with good efficiency of the SVM model by parameter optimization.

Support vector machines (SVMs), is a novel machine learning algorithm used for classification, and have been applied to
other fields which gives higher accuracy than customary learning machines [1], [2], [3]. The idea of SVMs starts from
finding an ideal isolating hyperplane keeping in mind the end goal to isolate the biggest conceivable division of preparing
set of a similar class on the same side, while augmenting the separation from either class to the isolating hyperplane. As
indicated by Vapnik [1], this hyperplane limits the danger of misclassifying of data.
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Challenges in Evolutionary Algorithm to Find Optimal Parameters of SVM: A Review

SVM HAS TWO PHASES: LEARNING AND CLASSIFICATION.

While the classification phase of SVM depends on the model evolved during SVM learning stage and has no different
parameters than test data, the learning phase of SVM has numerous parameters (called hyperparameters) [8], e.g. SVM
piece parameters or regularization parameter (C), which may strongly affect the SVM classifier conduct for hard
classification problem. Such hyperparameters, if not well picked, may reduce classification accuracy of SVM. To pick the
proper parameters for a particular problem is an imperative research issue in the information mining range [25]. Picking
the best values for these parameters is critical issue, since that requires either a thorough seek over the hyperparameter
space, or utilization of streamlined strategies that investigate a limited subset of the conceivable values.

As arule, experts select these parameters observationally by attempting a limited number of values, keeping those that
give the slightest test error. However, for a vast number of parameters, this approach is not possible.

Distinctive researchers consider a few methodologies for choice of ideal estimations of the SVM hyperparameters: grid
search [26], Nelder-Mead algorithm [27]. Genetic Algorithm [13],Levenberg-Marquardt algorithm [4], gradient descent
algorithm [17], Newton strategy [30], simulated annealing [28], pattern search algorithm [27], cross validation[29],
heuristic parameter optimization[16], selection based on data characteristic[18], by applying measurable strategies to
the matrix framework in an unsupervised fashion [19] utilizing the Online Gaussian Process model of the determining
error in parameter space [11], utilizing Advancement Strategy to decide the piece from a parameterized part space and
to control the regularization [10], utilizing a subordinate free numerical streamlining agent [9], utilizing Principal
Component Analysis (PCA) to discover the kernel parameter in view of the distribution of information in the feature
space [20], utilizing an exploratory outline based producing set scan for a proficient investigation of the error surface
and local optimization [21], utilizing a nonlinear programming algorithm for figuring kernel and related parameters of
the SVM [22], in view of earlier data of the information distribution and Bayesian deduction [25], in light of the Receiver
Operating Characteristic (ROC) bends measured on an appropriate approval set [23], in view of the calculation of the
slope of penalty function as for the kernel parameters [24], utilizing the Nystrom guess to the SVM kernel [12], utilizing
an agent based procedure for minimization of span/edge and traverse headed for leave one out error and Genetic-Quasi-
Newton algorithm for the advancement [14], utilizing fractal measurements [15].

Optimization means supplying a set of numerical parameter values which will provide the best fit of an equation. For
simple function this can be done by differentiating parameter with reference to parameters this equation depends upon.
In more complicated cases, however, it's not possible to differentiate the equations. This can be done by two ways:

i) Direct search methods, in which only values of the function to be minimized (or maximized) are used.

ii) Gradient methods, which also use derivatives of the function.

For Support Vector Machine (SVM), optimizations may be accomplished for obtaining local and global optima. Support
vector machine, one of the prevalent machine learning algorithms initially conceived by Cortes and Vapnik [4], have been
widely applied to pattern Classification problems [5] [6] and nonlinear regressions [7][6].

A Support Vector Machine is a classifier specified by a dividing hyperplane. That is to say, known labeled training data,
the algorithm builds an optimal hyperplane as shown in fig. 1. There are multiple hyperplanes and we have to choose
best among them, which is farthest from either side data point because if a line is too close to a data point it won’t be able
to segregate the data correctly.
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Fig.1. Separating hyperplanes
Thus, the working of the SVM algorithm discovers the hyperplane that gives the largest minimum distance to the training
data sets, twice this distance known as margin shown in fig.2. Therefore, the optimal separating hyperplane maximizes
the margin of the data sample.
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Fig. 2.Support Vector Machine Model
Let’s introduce the notation used to define formally a hyperplane:

fx) =Bo + B'x. )

Where Bis known as the weight vector and (3_0 as the bias. The optimal hyperplane (Fig.2) defined in different ways by
scaling of Band [3_(0.)Out of all the possible representations of the hyperplane, the following is chosen as
8o + BTx|=1. ®)

Where,x = sample data set nearest to the hyperplane.

The training data sets that are nearest to the hyperplane are called support vectors as shown in figure 2.The distance

between a point x and a hyperplane (f+f_o ) is given as.

B0 + BX|
1Bl

©)

distance =

For the hyperplane, the numerator is equal to one and the distance to the support vectors is
Bo+B™x|_ 1 “4)
[T

dlStancesupport vector —

The margin here designated asM, is twice the distance to the closest examples:
wo 2 ©)
1Bl

Lastly, the problem of maximizingM (Fig.2) is analogous to the problem of minimizing a function under some constraints.
The constraints model the requirement for the hyperplane to classify correctly all the training examples x_i. Formally,
mingg L(B) = (6)
ZIIBIIZ subject to y; (Bx;+Bo) -
Where y_i represents every individual labels of the training examples. This (6) comes under Lagrangian optimization
which will be solved by using Lagrange multipliers to get the weight vector 3 and the bias $_0of the optimal hyperplane.

CLASSIFIER PERFORMANCE

When we build a model we must foresee accuracy of a model as the number of correct prediction with respect to all other
predicts. Once our model is build we need to decide whether it is good enough to make prediction. Classification accuracy
is the total instances of correct prediction divided by total number of prediction made for binary classifier we use
confusion matrix (fig.3) which is clean and unambiguous way to represent prediction of classifier.
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Fig. 3. Confusion Matrix.
For binary classification we have a table of 2 rows and 2 columns over the top is observed class labels whereas down
side shows predicted class labels True Negative, means that our prediction is correct that class is negative. False Negative,
we had incorrectly predicted that class as negative similarly False Positive, is when we incorrectly predict that the class
ShodhKosh: Journal of Visual and Performing Arts 947
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as positive and True Positive is when we correctly predict our class as positive but there is a limitation this method that
is we can only calculate the accuracy of classifier when you have dataset divided into different categories but while
evaluating continuous measure where we don’t have clear choice to make the cutoff it describes the range of possible
behavior between true positive and false positive rates we use Receiver Operating Characteristic (ROC)
[32][33][34]curve or AUC .If you know the value of positives and negatives you can construct a confusion matrix form
any point lies on ROC curve[35][36][37].

Criterion value

Without

disease With

disease
TF

FP

Testresult

Fig. 4.0verlapping datasets
Since we are comparing two models (Fig.4.) it's often more convenient to have a single metric rather than single thus we
compute two metrics from the confusion matrix and combine them to one. True positive rate (TPR) also known as
sensitivity, hit rate and recall, which is define as follows:

P = ™

“TP+FP’
The proportion of positive data consider as positive with respect to all positive data points , higher its valve lesser the
point we miss. False positive rate (FPR) also known as dropout which is defined as

__FP (8
TP + FP’

The proportion of negative data point which are mistakenly considered as positive with respect to all negative data
points in other words the higher FPR data the more negative data points will be misclassified. In order to combine TPR
and FPR into single metrics we have to compute former metrics with variable threshold then plot them on a single graph
with FPR value on X-axis and TPR value on Y-axis. The curve obtained(Fig.5) is known as ROC curve [38][39] and the
metric we consider is AUC of this curve.AUC is the area under the ROC curve, which is one of the finest means for
analyzing classifiers in two-class problems. In this view the method considered in [31] was realized to measure the AUC.
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Fig. 5. ROC curve derived from two overlapping distribution
Evolutionary algorithms (EA), are meta-heuristics imitating the long term optimization technique of the biological
development for determining numerical optimization problems. The problem solutions are general 'individuals’ ina
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group. Each solution is estimated by a fitness function. The fitness cost expresses closeness to optimal solution.
Moreover, the fitness function has major influence on performance [60][61][62].

In combination with SVM, EA can be made for solving problems like, for instance, construction of a suitable kernel
function, optimization of the SVM’s parameters and for judgment of the most judicious input data. Combinations of EA
and SVM for solving classification tasks can be made out example in [63][64][65][66][67].

Yet, there exist some limitations in the EA, such as low convergence precision, quickly captured in a local optimum value
at the next evolution step. This paper gives an improvement suggestion by looking at the knowledge of the global worst,
average, and best solutions into the exploration approach to enhance the exploitation.

2. OPTIMIZATION TECHNIQUES FOR SVM
A variety of optimization techniques have been applied to the SVM parameter optimization problem including Grid
Search technique as described earlier as well as metaheuristic techniques for instance Particle Swarm Optimization,
Genetic Algorithm, FruitFly Optimization Algorithm (FOA)and Firefly Algorithm. In this section we will focus on
optimization algorithm and its parameter that search for optimum value of regularization (C) and gamma (y).

A. PARTICLE SWARM OPTIMIZATION(PSO)

This algorithm was first developed by Dr.Eberhart and Dr. Kenley in 1995 [68 ]and inspired by social behavior bird
flocking or fish schooling PSO has wider variety of application such as function Optimization, Artificial Neural Network
and Fuzzy system.

It is influenced by the social nature of bird flight and fish class.PSO has been referred to many design problems owing to
its unique searching Process, naive thought, computational performance and successful implementation.

It uses a “population” of particles that pass through the problem hyperspace with indicated sum of speeds. At each
repetition, the speeds of the single particles are stochastically adjusted corresponding to the past best position for the
particle itself and the locality best position. Both the particle best and the locality best are collected corresponding to a
custom defined fitness function. Movement of each particle naturally grows to an optimal or near-optimal result.PSO is
not generally influenced by the volume and nonlinearity of the distributed problem, and can concentrate to the optimal
result in many problems where most judicious methods are inadequate to concentrate. Each particle (group segment) in
the swarm correspond to a quick fix in a large-dimensional area with four vectors, its present position, highest position
found so far, the best position found so far by its proximity and its speed and sets its position in the exploration area
situated on the best position achieved by itself (pbest)and its neighbor (gbest) during the search method. Steps to
perform search for getting optimal solution:

ALGORITHM 1: PSO ALGORITHM

Input: Number of particles search space (Ahd).
Output: best position achieved (Acf).

1: Each particle (position) Ahd # g.

2: For each particle Ahd € set(fitness value, velocity)

3: For optimum solution

Particle search through given problem space

if particles are not at optimum location

then update particle position(Acf)

4: Find common best (Acf).

Particles share local information presentbest or pbest(di)

5: Move particle closer to target.

if present value (pbest) which is assigned to the individual particle is better then optimized result will be assigned as
Global Best particle which is represented by gbest. (Agf). check desired results(Ac)analysis each particle position
6:Exit.

Note that each particle structure will be represented by possible solution in search space; velocity value will dictate how
much change in the data is appreciable pbest indicate best particle location has ever came to target.
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B.GENETIC ALGORITHM(GA)

Genetic Algorithm is developed by Prof. John Holland in 1970 [69]. Genetic Algorithm is basically metaheuristic search
algorithm which is based on the Darwinian Theory, whose concept is “survival of the fittest”, where successive
generation is better than the previous generation. Genetic Algorithm supports the multiobjective optimization Technique
and search problem.

GAs exists among the most outstanding group of technique under EA’s which are carried away by the evolutionary
theories of genetic choice. They moreover support the ideals of Charles Darwin Philosophy of survival of the fittest.
Though, because of its superior practice in optimization, GA has been referred to as a function optimizer. Method begins
by loading a group of solution (chromosome).It consists of description of the problem generally in the bit vector class.
Later for each chromosome calculate the fitness applying a suitable fitness function good enough for the problem.
Established on this, the most suitable chromosomes are taken into the matching pool, where they are subject to cross
over and mutation thus providing different set of solutions (offspring). There are three types of operators in Genetic
Algorithm Selection, Mutation and Crossover.

Natural selection: It is a process in which evolutionary changes in the organism takes place.

Mutation: Mutation operator is a unary operator which operates one chromosome at a time.

Crossover: Crossover operator is a binary operator; it can use two chromosomes at a time.

In GA-SVM there are steps to perform feature selection and parameters optimization which are given as follows:

ALGORITHM 2: GENETIC ALGORITHM

Input: Population must be initialized
Output: Optimized values of parameters AC,y.

1: phenoType < genoType (Convert)

2:Feature subset determination(Feature « create feature values)
3: fitnessEvaluation(testingData)

4: while convergence criteria reached () do

5: selection

6: mutation

7: crossover

8:exit.

C.FRUITFLY OPTIMIZATION ALGORITHM(FOA)

Fruit fly is a recently developed evolutionary optimization algorithm by W-T Pan in 2012[40] which is used in
determining Optima of the numerical functions. Fruit fly is based on foraging behavior of fruit flies. Fruit fly algorithm
involves few parameters and its algorithmic structure is relatively simple as compared to other evolutionary
optimization algorithms, due to these advantages it is employed in a variety of applications such as Optimization
problems like prediction and classification. SVM classification model build by radial basis kernel function has got two
parameters to be optimized, that is regularization parameter C and y. In this paper, the FOA technique is used to find the
parameters of SVM. The process of optimizing the SVM parameters is described as follows:

ALGORITHM 3: FRUIT FLY OPTIMIZATION ALGORITHM (FOA)

Input: Initial location of the each fruit fly that decides the range of SVM parameter vector array (C,y) (Ahd).
Output: Parameter C and y (Acf)

1: Set iteration variable: t=0 and perform the training process from 2~3. Ahd # g.
2: For each every fruit fly Ahd
Calculate fitness value(di)
check fitness value
analysis each fruitfly fitness value
update the best fruit fly and global best fruit
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if stopping condition is reached
then transforms Go to 3
else go to 2.
3:Exit.

D.FIREFLY ALGORITHM(FA)

The Firefly Algorithm is a metaheuristic algorithm which is inspired by the natural process such as flashing behavior of
fireflies. Firefly Algorithm is developed by Xin-She Yang in 2008 [70].It is designed to solve continuous domain problem.
Yang has proved that the firefly is having Exploration and Exploitation feature which is superior to the other nature
inspired algorithms, when we solve the multiobjective nonlinear function. Applications of the Firefly Algorithm are fault
detection, feature selection; clustering and scheduling. The basic goal for a firefly’s glow is to make progress as a sign
system to appeal to different fireflies. The technique establishes a community-centered iterative technique with various
factors (known as fire flies) concurrently having considered optimization problem. Agents make contact with each other
via bioluminescent intensity which allows them to seek cost function capacity more adequately than in conventional
distributed random exploration.

Swarm optimization technique is established on the theory that solution of an optimization problem can be picked up as
representative (firefly) which radiates proportionally to its quality in a thought of problem environments. Consequently
each brighter firefly attracts its participants (indifferently of their sex), that comes to the exploration area further closely.

ALGORITHM 4: FIREFLY ALGORITHM (FA)
Input: light absorption coefficient, initial brightness of every firefly(Ahd).
Output: An update dataset common format (Acf).

1: Initialize number of flies, maximum iteration,Ahd # @.
2: For each firefly Ahd € set(candidate solution)
selecting solution from solution (di)
check lesser brighter firefly will move towards brighter firefly. (Ac)
Update candidate solution
3: For each firefly
if best solution contains the nth solution
then it will show random walk to reach optimal solution (Acf)
if new solution is better than best
then solution it is updated
else the new solution is discarded.
4: Repeat step2-3 until t reaches it's maximum value
5:Exit.

E. CUCKOO SEARCH(CS)

The CS technique is a nature-inspired metaheuristic optimization technique which was proposed by Yand and Deb in
2009 [76]. The reproduction technique of cuckoos is the center idea behind the CS technique. The CS strategy has been
produced in view of three idealized assumptions: (i) each cuckoo lays one egg at any given moment and stores it at an
random picked nest, (ii) the best nests with the highest quality eggs are conveyed to the next generation, and (iii) the
quantity of host nests for saving eggs are settled. Eggs laid by a cuckoo are found by the host bird with a pre-set portion
probability, P_a€[0,1]. If there should arise an occurrence of finding outsider eggs, the host bird may just through away
them or abandon the nest and fabricate a totally new one In terms of optimization implementation, eggs in nests
demonstrate to the solutions. The idea is to replace not-so-good solutions in the nests with new and potentially better
solutions. Based on the three idealized assumption, algorithm steps demonstrates the pseudo code for implementation
of the CS technique. The strategy applies two exploration techniques. A few solutions are created in the area of the
present best solution (a Levy walk). This speeds up the local search. In the meantime, a major division of new solution is
produced by a long shot field randomization and whose areas are far away from the present best solution area. This is
done to ensure the strategy is not trapped in local search or local optimum. Algorithm shows the pseudo code for CS
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strategy including Levy flights. Note that CS strategy is when all is said in done population based, elitist, and single goal.
A Levy flight is considered while creating new arrangements for X_i*(t+1) the i*thcuckoo.

X = Xt + a @ Levy 9
In the above equation, a is the step size which relies upon the scales of the problem of interest.
Where, a=0(L/100), fulfills the search necessities for most optimization problems. L represents the difference between
the greatest and least substantial estimation of the problem of interest. The item @ implies entry-wise multiplication.

ALGORITHM 5: CUCKOO SEARCH (CS)

Input: Number of nests, N, the probability parameters, P_a
Output: Generate C,y

1: Objective function f(x), x= [(x_1.....x.d)] T

2: Generate initial population of n host x_i(i=1, 2,...n)

3: While (termination criteria)

Get a cuckoo randomly by levy flights.

Calculates its fitness f_i

Select a nest among n (say ,j) randomly

4: If (f_i>fj)

Replace solution j by the new solution

end

A fraction (P_a)of worse nests are abandoned and new ones are built.
Keep the best solution.

Rank the best solution and find the current best
end while

Post process results and visualization

5: End

The Lévy flight gives an arbitrary walk where its progression is drawn from a Lévy distribution. There are a some
approaches to create this arbitrary steps [20]. The Mantegna's calculation is a standout amongst the most productive
algorithm for generating symmetric (positive or negative) Lévy distribution steps. In this technique, the progression
length in (9) is evaluated as:

u
vl /s 10
Where the value of u and v derived from normal distribution.

u~N(0,06_u),v~N(0,0_v)
where, 0_v=1 and

S =

_(ra+psin (“3/2) s
I G By, 62" .
where, I'(2) is a gamma function
r)=f, t="te tdt 12

Two normal distributions are utilized by Mantegna’s algorithm to produce a third irregular variable which has a similar
behavior of a Levy distribution. In the CS technique proposed by Yang and Deb [75], the entry-wise multiplication of the
random number and distance between the current or present and best solution is used as a transition probability to
move from the present location to the next location. As per this, (9) can be changed as,
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X = x!f + as(xf — xPeSYHr 13
Where, x_i*best is the current best solution and r is a random number which is drawn from a normal distribution with

zero mean and unit variance. The step length s is also evaluated applying (10). Remaining discussion about CS technique
and its details can be found in [75] [76].

F. SOCIAL SKI DRIVER ALGORITHM (SSD)

The Ski Driver Algorithm is inspired by the path followed by the Ski Driver while going down the hill, proposed by Alaa
and Thomas in 2019 [107].

The design parameter of Ski Driver algorithm consists of position of the agents as well as the velocity which is used to
position based on the Global of the mean’s of the previous three best position. The position is updated. As per this, (14),

Xit+1 = Xit + Vit 14
Here, v_i"t is the velocity given as follows.

SEHL {c sin(ry) (Pf — X} + csin(r)) (Mf = XB) if r, < 0.5

: ccos(ry) (PE = XE) + ccos(ry) (M — XE) if r, > 0.5
In (15) Equation M_i is the mean of top best three solutions [108] obtained, and r is a random number which is drawn
from a uniform distribution within the range [0, 1]. P_i is best solution obtained by calculating the fitness function, the
value of this is then compared to the current best solution, just like in PSO [68].

ALGORITHM 6: SOCIAL SKI DRIVER ALGORITHM (SSD) ALGORITHM
Input: Agent’s position X_iand velocityV_i.
Output: best position achieved.

1: Assign Each Agent’s (position) with minimum fitness value.

2: For each particle set (fitness value, velocity) until stop criteria are met, compute the steps below.
3: Calculate Fitness value

4: Sort agent with respect to fitness value.

Calculate the last best solution known and global mean.

Find new solution by updating agent’s location (14),

Also update its velocity (15).

5: Move agent closer to target.

6. End loop and Return best position.

7: Exit.

But the trajectory of path in SDD is not same as in case of PSO, in this case it follows sine and cosine path as this gives a
better approach in determining the optimal path which can lead to a better optimal solution.

3. ANALYSIS OF OPTIMIZATION ALGORITHMS

An optimization method can be considered from various perspectives. In this field, we will consider it as three
evolutionary operators as well as its application to optimize C,y.

A EXPLORATION AND EXPLOITATION

Nature-inspired optimization methods can further be considered from the actions they seek the search space. In
principle, all methods should have two key factors: exploitation and exploration, which are again cited to as
intensification and diversification [77] [ 78].

Exploitation purposes any knowledge obtained from the issue of significance so as to facilitate to develop new solutions
that are better than existing solutions. However, this process is generally local, and knowledge is too local.

Therefore, it is for local search. The influence of exploitation is that it usually contributes to excessively large convergence
rates, but its harm is that it can get caught in a local optimum because the ultimate solution point largely depends on the
initiating point.
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On the other hand, exploration makes it feasible to examine the search space more quickly, and it can generate solutions
with sufficient diversity and distant from the current solutions.

Therefore, the search is normally on a global scale. The influence of exploration is that it is less likely to get stuck in a
local mode, and the overall optimality can be more accessible.

However, its disadvantages are slow convergence and waste of most computational efforts because many different
solutions can be far from global optimality.

Therefore, a definite balance is needed so that a method can obtain satisfactory performance. Too much exploitation and
too little exploration means the system may converge more rapidly, but the possibility of finding the proper global
optimality may be small. On the other hand, very little exploitation and too much investigation can contribute to the
search path wonder around with excessively low convergence.

The optimal balance should mean the proper measure of exploration and exploitation, which may contribute to the
optimal performance of an algorithm. Therefore, balance is crucially important [77].

However, how to carry out such balance is still an open problem. In fact, no method can claim to have produced such
balance in the current literature. In principle, the balance itself is a hyper optimization problem, because it is the
optimization of an optimization method.

In addition, such balance may depend on many aspects such as the driving mechanism of an algorithm, its setting of
parameters, tuning and supervision of these parameters and indeed the problem to be considered.

Furthermore, such balance may not always exist, and it may vary from problem to problem. This is consistent with the
so-called “no-free-lunch (NFL)” theorems [79].

The NFL theorems indicated that for any two methods A and B, if A performs better than B for some problems, there
must be some problems on which that B will do better than A. That is, if worked out over all possible problems, the
average performance of both methods is approximately identical.

In alternative terms, there is no universally better method that can be productive for all problems. Though theoretically
convincing, NFL theorem may have specified impact in process because we do not require figuring out all problems and
we do not require the average performance either

One of the major objectives of problem-solving in practice is to seek to discover the optimal solution in a limited,
sufficient timescale. For a given type of problem, some algorithms can certainly perform better than others. For example,
for convex problems, methods that operate problem specific convexity instruction will perform better than black-box
type algorithms. However, some studies indicate that free lunches can occur for some types of problems, specifically for
co-evolutionary approaches [81].

These unresolved problems can drive further investigation in this field. Some variations of meta heuristics could address
such issues like Chaotic fruit fly optimization algorithm (CFOA) [80], improved fruit fly optimization algorithm via Levy
flight [72], Accelerated Particle Swarm Optimization (APSO) [71].

CUCKOO SEARCH

Cuckoo search (CS) was formed in 2009 by Xin-She Yang and Suash Deb [82].

CS is based on the brood parasitism of some cuckoo species. In addition, this method is reinforced by the so-called L'evy
flights [83], rather than by basic isotropic random walks.

Later studies show that CS is potentially much more efficient than PSO and genetic algorithms [84][85][86][ 87][88]]
89][90]. Infact, CS and its variations have employed in practically every area of engineering design and applications
[91][92][93][94] [ 95][96].

CS acquires two particular improvements over alternative methods such as GA, and these improvements are: efficient
random walks and balanced mixing. Since L’evy flights are generally much more efficient than any alternative random-
walk-based randomization techniques, CS can be valuable in global search.

In fact, recen investigations indicate that CS can have secured global convergence [97]. In extension, the similarity
between eggs can yield better new solutions, which is approximately fitness-proportional generation with a suitable
blending ability.

In alternative terms, CS has varying mutation realized by L’evy flights, and the fitness-corresponding generation of
current solutions based on relationship provides an indirect form of crossover.

In extension, selection is driven out by employing p a where the appropriate solutions are developed onto the next
generation, while not so favorable solutions are taken over by new solutions.
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Furthermore, simulations further indicate that CS can have auto-diving capability in the anticipate that new solutions
can frequently dive into the locality where the potential global optimality is located.

It is worth marking out that both CS and FA can pick up the essential aspects of SA and APSO, but there are some notable
distinction between FA and CS. One significant distinction between FA and CS is that FA needs the distance-based,
landscape-modulated attraction.

As local attraction is greater than long-distance attraction, FA can subdivide the whole population into such populations,
while CS does not. In supplement, FA uses random walks and ranking, while CS uses L'evy flights and random
permutation, which will proceeds in distinct behavior. These distinctions make both FA and CS exclusive.

FIREFLY ALGORITHM

One unique component of FA is that attraction is employed, and this is the initial of its kind in any SI-based algorithms.
Since local attraction is greater than long-distance attraction, the population in FA can naturally subdivide into numerous
subgroups, and each group can possibly swarm arounda local system. Among all the local system, there is consistently
an overall best solution which is the normal optimality of the issue. Thus, FA can handle with multimodal issues
uniformly and effectively. The movement of a firefly i is drawn to another more brighter firefly j is measured by

x*1 = xf 4 Boe Vi (xf —x{) + aef, >
where the middle is because to the attractiveness, and _0is the attractiveness at r = 0. The last term is randomization
where a is randomization parameter, and €_it is a vector of random numbers picked from a Gaussian distribution at
moment t. Other investigations still adopt the randomization in terms of ¢t i that can readily be expanded to alternative
distributions such as L’evy flights [98,99]. A thorough analysis of firefly algorithm and its variations has been driven out
by Fister et al. [100]. From the above equation, we can understand that mutation is employed for both local and global
search. When €_i"tis taken from a Gaussian distribution and L’evy flights, it produces mutation on a wider scale. On the
other hand, if a is taken to be an exceedingly small value, then mutation can be exceedingly small, and therefore restricted
to a local subspace. Interestingly, there is no clear selection in the formula as global best is not applied in FA. However,
during the update step in the loops in FA, ranking as well as selection is applied. One novel quality of FA is that attraction
is applied, and this is the first of its type in any SI-based algorithms. Since local attraction is greater than long-distance
attraction, the population in FA can automatically subdivide into various subgroups, and each group can potentially
swarm around a local system. Among all the local system, there is invariably a global best solution which is the
appropriate optimality of the problem. Thus, FA can handle with multimodal problems easily and efficient.
From above (14)., we can understand that FA disintegrates into a variation of simulated annealing (SA) when 3_0=0.
Further, when x_j*t is changed by global best, FA likewise turns into the accelerated PSO. Therefore, APSO and SA are
particular instances of the firefly algorithm, and therefore FA can have the gains of these algorithms. It is no surprise that
FA can be resourceful and capable, and perform better than other algorithms such as GA and PSO.As a result, the firefly
algorithm and its variations have been employed in a diverse area of applications [102], comprising hard problems and
multiobjective problems [103].

PARTICLE SWARM OPTIMIZATION
Particle swarm optimization (PSO) was established by Kennedy and Eberhart in 1995 [68], based on the swarming
behaviour such as fish and bird teaching in nature. In principle, the position and velocity of a particle, x_iand v_i ,
correspondingly, can be adjusted as follows:

vitl = vi+ ag[g* — x| + Bey[x] — x{], .

xit = xf +vf, 18

where €_(1 )and €_2 are two arbitrary vectors, and each item can pick up the costs between 0 and 1. The parameters o
and (3 are the training parameters or acceleration constants, which can often be selected as, a = § = 2.

By analyzing the above equations, we can understand that the recent position is brought about by pattern-search-type
variation, while selection is implicitly determined by employing the present global best solution g"* found so far, and
likewise through the individual best x_i**. However, the performance of individual best is not quite obvious, even though
the current global best seems particularly significant for selection, as this is determined in the accelerated particle swarm
optimization [68][101].
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Therefore, PSO consists of mainly mutation and selection. There is no crossover in PSO, which means that PSO can have
a significant flexibility in particles with a large degree of exploration. However, the use of g"* seems strongly selective,
which may be like a double-edge sword. Its advantage is that it serves to boost up the convergence by drawing towards
the present best g"*, while at the same moment it may get to premature convergence even though this may not be the
true optimal solution of the problem of interest.

GENETIC ALGORITHM

Genetic algorithm (GA) is the most extensively used and researched evolutionary optimization method in the scientific
world. It is a guided stochastic search approach inspired from the principles of natural fittest selection and population
genetics. In general terms, it is based on the parent and offspring iterations and their transformations through times. GA
generates candidate solutions from the location of all feasible solutions and measures their performance as per the
considered objective function. It has been demonstrated that GA performs strongly together in constrained and
unconstrained search problems where the quantity of stable solutions is exceedingly small compared to the volume of
the search space. GA converges towards more competitive solutions by applying elitism, crossover, and mutation
operations. GA first makes a population (usually randomly) of possible solutions (also called chromosomes) for the
optimization problem. This population is later evaluated employing the objective function of the interest. Then GA uses
its three operators to make the current population for the later generation. The best performing chromosome(s) is
copied to the next generation unchanged. This refining is called elitism and produces the best solution(s) is not absorbed
as the optimization proceeds.

Crossover operator is employed for combing good parents and generating offspring. This operator is handled with the
hope of retaining the essence of good chromosomes. In its simplest form, i.e., single point, a random point (crossover
point) is randomly chosen. Then the operator swaps portions of pair chromosomes at the crossover point. Alternative
crossover techniques are multi-points and uniform. Regardless of the type of applied crossover operator, its generated
offspring only have information carried by the present population new operator is expected to introduce and create new
knowledge (solutions) to the population. Mutation operator produces new offspring by randomly modifying the
contents of genes at one or more positions of a selected chromosome.

GA is stochastic and gradient-independent, so it can be conveniently implemented for minimization or maximization of
discontinuous and non differentiable objective functions. Theoretical literature of GA is very rich and various
applications of GA for real world optimization problems have been accounted for in the last two decades. Detailed
discussion about GA and its operators can be established in basic reading sources such as [104].

FRUITFLY OPTIMIZATION ALGORITHM

The main principle of FOA’s components is that it is easy to understand, contains a simple searching methodology, and
is simple to implement. Due to its great execution and magnificent properties, FOA has been generally utilized in some
real-world classification tasks and in the SVM optimization field. Although FOA can achieve significant outcomes in terms
of search proficiency and running time in different fields, FOA's seeking execution depends only on its natural product
fly swarm area, which can easily lead the process of the FOA to fall into the trap of local optima. Consequently, to address
this problem and enhance FOA's searching capacity, we present the disorderly PSO in combination with the proposed
change methodologies to be utilized as a part of FOA. The transformation system is proposed to produce two diverse
osphresis forging techniques for at the same time searching for the local optimum and the global optimum. One of these
methodologies is the worldwide looking stage, which replaces the random method that fruit flies employ to find food
sources.

Here analogy is carried on distinct characteristics of various meta-heuristic techniques like parameters whose values
should be initialized before commencing the implementation, convergence i.e. how the algorithm converge in local
maxima, Exploration & Exploitation Component means Growth i.e. the exploitation of search space and Exploitation
means moving the unexplored segment of the search space. Some techniques as listed by Table 1. used by optimization
algorithm to optimize SVM parameters and compared with rest of the techniques that describes their Initial Parameters,
Dataset used, Initial problem domain, Exploitation, Exploration mechanism, convergence and as well as SVM kernel used.

SOCIAL SKI DRIVER ALGORITHM

The nature of the Ski-Driver Algorithm was inspired by the path of Ski Driver, while moving down the hill to find the
optimal solution by exploration.
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Who’s Optimization consist of an Objective Function where we will find an optimal value of C and Gamma parameter of
SVM, where are already aware about the solution.

Thus we have our Search Space is bounded by [107] C [0.01, 1000], and the range of [107] Gamma is bounded to [0.01,
50]. By extending the search space we could slower our convergence rate.

Next comes Optimization part,here we do not use accuracy as a means to calculate fitness of optimized solution because
this will leads to erroneous results, As it does not differentiate between correlated labels that belongs to different label.
Thus we will use sensitivity [107] as we are dealing small number of sample of minority class. Our aim is to find C and
Gamma value, which will provide us maximum sensitivity.

As soon as our termination condition is met then this algorithm will end else it will continue to iterate throw next
generation of population.
Table I. Summerization of optimization techniques

Techniques | Genetic Algorithm (GA) Fruit Fly

Cheng-Lung Huang,et Particle Swarm Opt‘lmlzatlon Firefly Cuckoo Social SKi Driver

al.2006 [43] Optimization Algorlt‘hn‘l (FOA) Algorithm(FA) Search(CS) Algorithm

(PSO) Huang, et Shen,zldllnsl;;lf], etal. Chao, et al.2015[45] | Minlan Jiang, et | (ssD)Alaa
al.2008 [41] al. 2016[74] Tharwat , et al.

2019[107]
Initial Crossover rate, mutation Population size, population size, Population of Population size, Ski Driver agent’s,

Parameters rate, population size. velocity of each initial swarm fireflies, maximum inertia weight, position and

used as benchmarks to
compare the performance
with different
optimization technique.

data set.

from the UCI
machine learning
data repository were
used.

from UCI repository
database [46].

learning repository

particle. location, random generation, new generations, and velocity.
flight distance range. solution, best firefly. the range of hyper
parameters.
Dataset used | UCI repository data sets UCI repository Biomedical datasets Binary class dataset UCI machine KEEL[106],

machine learning
dataset repository

Initial Optimization problems in | Continuous Continuous problem. | Continuous problem . | non-convex and Continuous
problem which the constraints and | problem. noisy function problem.
domain objective functions are
non-linear and/or
discontinuous GA can
solve such problems.
Exploitation Performed by selection. Updating the Global worst, mean, Firefly movement average accuracy Agents position
Mechanism position of and best solutions according to from kfold cross are updated
particle towards according to distance | attractiveness. validation is towards the Global
the global best from origin and smell exploited as a point which
position. concentration. fitness function, comprises mean of
three best solution.
Exploration Exploration is done by Updating the Random flight Random motion of explores the Updating the
mechanism Crossover (two-point velocity of direction and fireflies. search space using | Velocity of the
crossover) and particle. distance for food by Levy flights agents.
mutationoperator. individual fruitfly.
SVM kernel Radial Basis Function Radial Basis Radial Basis Radial Basis Radial Basis Radial Basis
used (RBF). Function (RBF). Function (RBF). Function (RBF). Function (RBF). Function (RBF).
Convergence | Rapid Rapid but less Rapid Rapid but less than Better as Better as
than GA GA compared to GA compared to PSO

In paper [41] authors discussed about Grid Search and GA technique. Grid Search does not perform feature subset
selection but GA performs feature subset selection and optimizes C, ysimultaneously thus it is better than grid search,
PSO is one of evolutionary computing technique to find global optima which uses social behavior of birds regarded as
particles in solution space its computationally efficient relatively and easy to implement and it is used in variety of
application in case of SVM it is used to optimize C, yas well as in feature subset set selection so the proposed PSO-SVM
will simultaneously optimize all three parameter author proposes discrete PSO for feature subset selection and
continuous PSO for C, yoptimization. In order to measure the performance [42] of algorithm hit cover and ratio indexes
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had been used which were defined as number of hit on correct false, number of features correctly classified and ratio of
correct feature respectively.

In GA paper[43] author discuss about the drawback of Grid Search technique that it doesn’t perform feature selection so,
he proposes GA-SVM to perform feature selection along with C,yoptimization and its performance is measured in terms
of accuracy which is measured as the product of specificity and sensitivity of dataset of binary class in case of multiple
class it is measured by overall hit rate.

The FOA[44] discusses previously used techniques like grid and gradient descent technique to find out C,y and points
out that both suffers from local optimum problem and also discusses about evolutionary algorithm like GA and PSO which
is considered to have a better potential of finding optimum solution. Author finds out recently developed evolutionary
algorithm, fruit fly algorithm is computationally feasible and simple to find global optimum of continuous function. Hence
he uses it to optimize C,y whose value is explored by using smell concentration which is inversely proportional to
distance between fruit fly and its food. In order to evaluate the performance of FOA-SVM author has used classification
characteristic curve in which we find area under the operating characteristic curve, specificity and sensitivity.

In [45] it is observed that the Grid Search and PSO are vulnerable to stuck in local optimum solutions and also the
Lagrangian multiplier o is not taken into account in grid search algorithm while optimizing C, yparameter as well as Bee
Colony Optimization is used only to optimize C, y as given in this paper, so author proposed FA-SVM to optimize C, y and
« simultaneously by Firefly algorithm which discusses thebehavior of firefly particularly their bioluminescent property
is highlighted in order to explore the solution search space for the optimum value.

In [74] it is a technique of dynamic measurement error prediction based on CS-optimized SVM parameters(C,y) is
presented. The CS algorithm is applied to select the proper SVM parameters to effectively avoid the "overfitting" or
"underfitting" occurrence of SVM, thus improving the prediction efficiency. The simulation experiments illustrate that
the projected model performs well in all tested cases. The results of the CS-SVM model were compared with those of the
PSO-SVM and GS-SVM in terms of MAPE and RMSE, with the results that the CS-SVM has higher accuracy and a better
effect than other algorithm. The proposed method may present a new modeling method for dealing with dynamic
measurement error and has definite value for application in error correction

In order to evaluate the performance of algorithm OAA (One Against All) strategy is employed in which binary SVM for
each class is used to separate member that belongs to that class from rest of classes. By careful observation we see that
recently developed FOA excels rest optimization techniques stated, either the remaining evolutionary technique tries to
optimize C,y and feature selection or C,y and a (lagrangian multiplier) simultaneously to optimize SVM whereasFOA is
used to optimize C,y only yet had shown better result as compared to PSO and GA,where as in case of firefly the
attractiveness function seems to be relatively complex than smell function of FOA for exploration purpose so its
computation will be more in relative to FOA.

4. ISSUES AND CHALLENGES

After going through research papers we observe that Support Vector Machine parameter optimization algorithms are
premature or fallen into the local optimum. However, due to the complexity of identified models, these algorithms are
disadvantageous in locating the global optimal solutions unless the good initial values of parameters are selected. In
addition, the priori knowledge about the scopes of parameters is needed to obtain a faster convergence speed. Some of
the challenges and issues are listed below.

An idea of evolutionary algorithm works only when social behavior have some similar characteristics so there is a need
to understand the algorithm and its process that’s about to model and its analogy as well as the following consideration
must be in mind before suggesting any evolutionary computation model up to what extent the model is satisfying social
analogy?, is the analogy with its independent solution could be supported independently and empirically?

Does the model justify current development towards evolutionary algorithm the choice of appropriate operator to
produce desired results?, since the descriptive model developed are the part of social science behavior rather than
computer science it must be showed that heuristics of such kind exists on both the side of analogy that they not only
increase our understanding but also gives us the direction of further development although this heuristics couldn’t be
quantified, qualitative performance is still an area for further research.

What's the reason behind using evolutionary algorithm for modeling a descriptive process? is the application was
inspired by theoretical or empirical suitability?

Hybridizing evolutionary algorithm with other algorithm to improve quality of the solution. Metahueristic algorithm can
be improved by combining it with other local or global search algorithm Advantage of combining is that one algorithm
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can overcome the weakness of another algorithm Rizk M Rizk Allah Hybridization of Fruit Fly Optimization Algorithm
and Firefly Algorithm for Solving Nonlinear Programming Problems [48] in which he had combined fruit fly with fire fly
so as to solve premature convergence problem.

Improving solution by changing exploitation operator. Fei Ye, et al. An improved chaotic fruit fly optimization based on
a mutation strategy for simultaneous feature selection and parameter optimization for SVM and its applications[49] in
which the result had shown superiority of chaotic Firefly over other algorithm in which he uses chaotic movement to
find the better solution and parameters Optimization of SVM.

Based on Improved FOA and its Application in Fault Diagnosis[50] by Qiantu Zhang , et al. which introduces levy fly
search strategy to exploit the search space while searching for food long jump via levy flight helps in performing
extensive search where as in paper Research on parameters Optimization of SVM and an Improved Fruit Fly Optimization
Algorithm by Qiantu Zhang, et al. [50]by dynamically dividing solution in to subgroup accordingly in which global search
is performed under the influence of best individual and a local search is made via levy flight near the best solution and
after that we will combine local and global best solution by exchanging information which leads to overall optimum
solution by those recombination experimental results have shown that IFOA performs well as compared to FOA ,PSO,
GA.

In Short-term load forecasting using Support Vector Machine optimized by the improved fruit fly algorithm and the
similar day technique Ai-hua Jiang ,Ni-xiao Liang[51] had suggested a way to improve the Firefly Algorithm because the
value of distance is selected from a large random value thus the smell concentration value is appearing on small scale
which had resulted in premature convergence so he had introduced an optimal parameter which helps in escaping from
local minima .Mixed Fruit Fly Optimization Algorithm Based on Lozi's Chaotic Mapping HuixiaLuo[52] which uses Lozi's
mapping to perform global search for finding optimal parameter.

Selection of classification technique while converting binary class classifier [53] into multiclass classifier
[54][55][56][57] for instance one one-vs-all (OVA) or all-vs.-all (AVA). AVA seems to be much more efficient since it
requires O(N”2) instead of O(N) but each classifier is much smaller.

5. PERFORMANCE EVALUATION OF SVM

In this section we analyze classification accuracy according to data set used on a number of medical dataset Wisconsin
breast cancer (Wisconsin), Pima Indians diabetes (Pima), Parkinson Thyroid. Each data set has different training and
test split to reliably calculate performance. We can divide data set according to training data in to different sizes of large
and small data set. In most dataset number of feature and instances are large. To reduce the search space of parameter
set we will use radial basis function (RBF).In addition to this the mod of solving Binary classifier(one against-one and
one-against-all).For each problem of binary classification we will consider same values of regularization(C) and
Gamma(y).

The performance of classifier is measured in terms of classification accuracy, area under operating characteristic curve
specificity and sensitivity in paper Liming Shena, el. Evolving support vector machines using FruitFly Optimization
Algorithm for medical data classification FOA-SVM has achieved highest performance among those five technique [58]
PSO-SVM Grid-SVM GA-SVM BFO-SVM FOA-SVM by studying the standard deviation among its four technique which
comes out to relatively less. their classification performance is also measured in terms of Tpair test in which it’s used to
measure the pair of each of element from a sample of Wisconsin dataset where the pvalue less than 0.05[58] have got
statistical significance in which FOA-SVM performs well, in order to know the computational efficiency in terms of CPU
given

same number of crossfold validation and population size time FOA-SVM is not the best but performs well as compared
with PSO-SVM GA-SVM BFO-SVM.

Huang, et al [41] proposes a PSO-SVM technique to optimize the performance of SVM classifier. 10-fold cross validation
is used to validate and evaluate the provided solutions. The results obtained Optimization of SVM Multiclass by particle
swarm (PSO-SVM) gives a better classification in respect of accuracy and paper Huang,et al. [43]highlights that GA out
performs Grid search algorithm and it’s not only used to optimize C and y parameters but also used for feature subset
selection processwe also see that Shen, Liming, et al. 44] introduces FOA-SVM as newly developed technique used for
Parkinson’s disease which was compared against PSO-SVM and Grid-SVM result shows that FOA-SVM performs well
relatively to those algorithms at last paper Chao, et al. [45]on Firefly-SVM training algorithm shown better result than
the other two techniques as given in table2. Alaa, et al [107] introduced a SSD-SVM based algorithm, in which we
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discussed, the reasons which makes SSD algorithm better in comparison to PSO and BA algorithm[109] because it can
escape from local maxima or minima as we are following the path which is lead by the mean of three best possible
solutions. On other hand in PSO and BA algorithm we follow path relative to either Global maxima or minima. And the
exploration path which is followed by the PSO and BA algorithm is pretty straight forward in comparison to SDD. As in
SDD we use sine and cosine function to explore search space. Hence, SDD-SVM is better than PSO-SVM and BA-SVM.
The “No Free Lunch” (Wolpert and Macready) [59] theorem for optimization, all optimization algorithms that search for
optimum solution performance are exactly same when averaged all cost function so any optimization algorithm if
modified to perform well for one class of problem had equally paid performance over other class but this doesn’t prevent
us from developing new better algorithms for specific nature of problem.

6. DISCUSSIONS

Many optimization methods are made on swarm judgment, and use population-centered strategies. Most will need some
order of three key evolutionary operators: crossover, mutation and selection; usually, all methods use mutation and
selection, while crossover may manifest itself in some indirect manner in some methods. Crossover is precisely in
exploitation and can frequently give good convergence in a subspace. If this subspace is where the global optima lies,
then crossover with elitism can nearly prove to produce global optimality. However, if the subspace of crossover is not
in the region where the global optima lies, there is a possibility for premature convergence.

The widespread utilization of mutation and selection can often enable a stochastic method to have a strong capability of
exploration. As the exploitation is comparably small, the convergence movement is normally small, contrasted with that
of established methods. As a consequence, most metaheuristic algorithms can normally work out adequately for
nonlinear problems, having relatively tough optimization. However, the quantity of function evaluations can be
exceedingly costly.

The use of crossover and mutation in exploration is very slight, even though selection as an exploitation process can be
direct and even powerful. However, it is yet not clear how the sequence of crossover, mutation and selection can
immediately link to the balance of exploration and exploitation.

Infact, this is yet an open problem. For instance, in genetic algorithms, the probability of crossover can be as large as
0.95, while the mutation can be generally small in the order of 0.01 to 0.05. In comparison with other algorithms, the
exploration seems small, but genetic algorithms have been demonstrated to be very much useful. On the other part,
modification-associated L’evy flights in cuckoo search can have significant exploration ability, and yet cuckoo search can
converge very quickly. At the same moment, it is not clear what percentage of the examination is in exploration in the
standard firefly algorithm, and even though it has been illustrated that firefly algorithm is very productive in handling
with multimodal, highly nonlinear problems.

Indeed in the conventional particle swarm optimization, it is not evident what proportion of the search iterations is in
the exploration. The purpose of the present global best can be beneficial and disadvantageous as well. The present global
best may serve to boost up the convergence, but it may similarly contribute to the false optimality if the present global
best is picked up from a biased collection of individuals taken from a subspace where a local optimum (not the global
optimum) is established. All these indicate that it is yet obscure how to achieve the optimal equilibrium of exploration
and exploitation by tuning the incorporation of evolutionary operators.

As matter of fact, an accurate balance cannot be accomplished by placing together all evolutionary operators in a proper
sense without tuning parameters. From direct observation, we are aware of that the setting or values of any algorithm-
dependent parameters can impact on the behavior of an algorithm considerably. In order to produce decent
performance, we need to identify the appropriate values for parameters. In other terms, parameters essential to be
refined so that the algorithm can perform to the most desirable result. Parameter tuning is still an active area of research
[12]. An interesting development is a combined framework for self-tuning optimization methods [60].

Despite the weightage of the above issues, little improvement has been carried out. On the contrary, there is some
alteration in research efforts aside from important problems. Nature has grown into millions of different species with a
diverse range of properties, but this does not mean that researchers should develop millions of other algorithms, such
as the grass algorithm, leave algorithm, beatles algorithm, sky algorithm, universe algorithm, or even hooligan algorithm.
Attention should put on dealing with important issues. Though, this seems not mean new algorithms should not be
developed at all. The research community should promote truly novel and efficient algorithms in terms of better
evolutionary operators and a better balance of exploration and exploitation.
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7. CONCLUSION

In this paper, we have analyzed the performance of some evolutionary optimization techniques for SVM parameter
tuning. For such analysis, we depict the techniques used by the different algorithm to optimize independent parameters.
For benchmark we see that UCI repository datasets had been used, in which all the evolutionary optimization techniques
overcame the default values and previous technique in respect to performance. The review showed that the evolutionary
optimization techniques are able to produce good results for most of the datasets. The evolutionary optimization
techniques can still be less computationally expensive than the commonly accepted techniques, to get more favorable
results. The review showed the potential of the evolutionary optimization techniques for the SVM parameters tuning.
As future work we also intend to improve the classification estimation error for the SVMs to obtain a smaller test error.
In order to improve the results of the evolutionary optimization, since they stuck to local optima. This paper suggests
that new evolutionary algorithm should be made to solve this problem by finding the best solution. This modification
may enhance the performance and reduce computational costs.
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